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“G” Waves

• 2G: Mobile for Voice

• 3G: Mobile for Data

• 4G: Mobile for Internet

• 5G: Mobile for Things

• 6G : Mobile for Intelligence

6G: Connected Intelligence



Semantic Communication: LLM for Compression



Telecom AI agents: end of apps…



Telecom AI agents: end of apps…and the rise of LLM solvers



2023: The Generative AI Revolution



In a nutshell…



NLP In The Past
Statistical NLP

Bag of words

Word2vec

Most of natural language processing systems were based on simple statistical rules or non-complex Machine learning 

algorithms. The capabilities of these systems were limited to few tasks.  



NLP In The Past
Before 2017

Seq-to-Seq modeling

Emergence of new tasks with these new architectures : 

- Translation 

- Summarization

- Text completion  

- …

• Attention to the rescue

• Cannot learn Long dependencies

• Fails in Long sentences 

• Recurrent 

• Sequential 

• Parallelization : not parallelizable 



NLP Today
Attention Is All You Need, 2017

Google Brain, Google Research, and University of Toronto

Attention mechanism

Transformers

• Can learn Long dependencies  
• Parallelizable



What Does Modeling Language Really Mean?



How Do We Learn/Model This Conditional Probability P?



Natural Language Processing: The Age of Transformers
Attention Mechanisms Revolutionized The Way We Do NLP

Examples of transformers-

based language models : 

• BERT 

• ROBERTA

• GPT-2

• T5

• GPT-3

• PagNol

• Megatron-Turing NLG

• Noor

SOTA NLP models today are composed of a set of stacked transformers : Encoder-based, 

Decoder-based or Encoder-Decoder models.  

• Self-supervised models : MLM, next word, sentences order …
• Parallelizable with teacher forcing  

Decoder-only                                              Encoder-only



Focus on Decoder-only Architectures (E.g. GPT Models)
Predicting The Next Token

x N Stacked multi-head transformers



Cost of the Models



Choose your Weapon: Survival Strategies for Depressed AI Academics



Inference Cost?



2023: The 6G Kick-off Race



2023: The  Kick-off Race



Next-Gen Connectivity Metrics
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Broadband Connectivity

• Holographic MIMO

• Tbps coding

• OAM

• Cell Free Massive 
architectures

• Large Intelligent Surfaces

• mmWave

• LEO Satellite (3D Cellular)

• Beyond OFDM waveforms

• Ultra-Massive Access (Rate 
Splliting)

• Time Reversal

Sensing and 
Control 

• Joint sensing and 
Communication 
Waveforms 

• THz Communications

• Wireless Imaging

• Extreme URLLC

• Age of Information

• Beyond Sampling

Intelligence

• AI Transceiver

• Multi-Agent Generative AI 

• Distributed GPT

• Edge Learning

• Semantic  source codes

• Semantic channel Codes

Future Technologies
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TelecomGPT  Pillars

Large Model at Small Devices Autonomous AgentsMulti-Modality

TELECOM FOUNDATION 

MODELS
TELECOM BIG DATA TELECOM AUTONOMY



OUR BREAKTHROUGH WORK
TelecomGPT
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OpenTelecom Data Pipeline

Source Collection Extraction & Preprocessing Task Specific Data Creation
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TelecomGPT: Training Pipeline

Direct Preference 

Optimization

>

What is the primary function of an IP 

address?

Telecom Align

Tdoc 

Classification

Math Modeling

Code Generation Code Summary

Code Infilling Code Analysis

General 

Instructions

QnA & MCQ

Chosen Answer Rejected 

Answer

Telecom Instruct

Instruction 

Generator

TelecomGP

T

Instruct Tuning 

Alignment 

Tuning 

Continual 

Pretrain

Data 

Flow

Telecom 

Judger

Ground Truth

LLM Response Preference data

OpenTelecom 

Dataset

General-

Purpose LLMs

Quality Filter

Continual Pretraining 

(Self-Supervise Learning)

Instruct Tuning 

(Supervised Fine-tuning)

Alignment Tuning 

(Reinforcement Learning)
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OpenTelecom Dataset

Training Validation Percentage

3GPP standard 193 1.9 11.49

IEEE standard 7.5 0.07 0.45

Paper (arxiv) 893 9 53.17

Book 1.9 0.02 0.11

Patent (c4) 253.2 2.6 15.08

StackExchagne 51.9 0.5 3.09

Wikipedia 18.9 0.2 1.13

Code (github) 260.1 2.6 15.49

Total 1679.5 16.89 -

Overview of pretraining Telecom dataset (M Tokens)
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Training Parameters

Contine Pretrain Instruct Tuning Alignment Tuning

Training Self-Supervised Learning Supervised Fine-Tuning Reinfocement Learning

Epoches 1 3 1

Steps 93000 1020 180

PEFT Full Parameters QLoRA (2%) QLoRA (2%)

Learning rate 2e-5 Constant 2e-5 Constant 5e-6 Cosine Decay

Training data 3263 M tokens 5M tokens 8K tokens

GPU hours (A100) 1536 46 16
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Use Case & Benchmark: Telecom Knowledge Query

Question What does IM stand for, and why is it considered desirable for constellations 

in communication systems?

Context 

(optional)

Option 1: Intermittent Messaging; because it allows for messages to be sent 

intermittently. 

Option 2: Index Modulation; because its combinatorial structure enables 

higher SNR efficiency, low-complexity implementation, and compatibility 

with existing coding and modulation techniques. 

Option 3: Instant Messaging; because it allows for real-time communication

Option 4: Internal Modulation; because it modulates signals within the 

device itself.

Answer Index Modulation (IM) is desirable for communication system constellations 

due to its higher signal-to-noise ratio efficiency compared to conventional 

techniques, low-complexity implementation, and compatibility with existing 

coding and modulation techniques.

Category RAN1

Queries of Telecom standads, research papers, patents, lexicons Potential application 

(Source: AWS)
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Use Case & Benchmark : Telecom Task Completion and Planning

Prompt Describe the process of providing authorization to a mobile device for a pending 

transaction request.

Response To provide authorization to a mobile device for a pending transaction request, the 

system searches the database for the mobile device's phone number, generates 

and sends an authorization request message to the mobile device, and awaits a 

reply message indicating approval or denial of the transaction from the user.

Prompt Initiate event based charging with decentralized and centralized unit determination, 

centralized rating

Response 1. Request for resource usage: A request for session establishment is received in the 

NF (CTF). The service is configured to be authorized by the CHF to start.

2. Units Determination: the NF (CTF) determines the number of units depending on 

the service requested by the UE in "Decentralized Units determination" scenario.

3. Charging Data Request [Event, Units]: The NF (CTF) sends the request to the 

CHF for th service to be granted authorization, and to allow the number of units, if 

determined in item 2, to be rated and accounted.

Explain techniques, identify problems, propose solutions in Telecom

Plan tasks in Telecom specificaiton to complete a high-level 

instruction

Potential application 

(Source: AWS)
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Use Case & Benchmark : Telecom Code Understanding

Analyze code functionality and operational logic of Telecom features Potential application 

(Source: AWS)



35

Use Case & Benchmark : Telecom Code Generation

Generate script or function for a given task or functionality in Telecom
Potential application 

(Source: AWS)
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Use Case & Benchmark : Telecom Math Modeling

Generate math solution according to Telecom scenario descriptions



37



38

TelecomGPT 2.0



Multi-Task Wireless Sensing

Channel 

Measurement

Environment 

Image

Prompt: largest building in 

the <environment> 

Response: there are <10> buildings in 

the area, largest one at the <south 

east corner> with size <50 m2> 

RF encoder

IMAGE encoder

Diffusion priorContrastive RF-

IMAGE pretraining

IMAGE decoder

RF decoder

Train RF-IMAGE 

generator
Visual Language 

Model

Task

Localization

Detection

Recogntion

Tracking

Finetune 

VLM for 

multi-task 

sensing

RF embedding

Image embedding

Generate image

Generate radio

• RF-Visual-Language model generalize different wireless sensing tasks with prompts

• Contrastive cross modality pretraining to connect RF and image on a common latent space

• Cross-attention embeds RF, image, text with LLM to generate objects, location from prompt
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Multi-Task Wireless Sensing

Pairs 100 1000 10000

Signal-

to-Image
90.6 88.1 86.9

Image-

to-Signal
88.3 88.5 86.1

𝐼0𝑆0 𝐼0𝑆1 … 𝐼0𝑆𝑁

𝐼1𝑆0 𝐼1𝑆1 … 𝐼1𝑆𝑁

… … … …

𝐼𝑁𝑆0 𝐼𝑁𝑆1 … 𝐼𝑁𝑆𝑁

𝑆0 𝑆1 … 𝑆𝑁
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Transformer Encoders Image 
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Signal 

latent

Zero-Shot Latent Space Classification 
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Train IMAGE Encoder

Train RF Encoder

Maximize 

cross-modal 

similarity

Channel Encoder

Position Embedding

Channel Charter

• Contrastive cross-modality pretraining 

• Maximize latent similarity of RF and image pairs sampled in the same environment

• Capable of zero-shot classification on larger datasets without specific fine-tuning
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TelecomGPT 3.0: Telecom  AI Agent Solver

Telecom 

GPT

Perception

Planning

Self-refine/critics

Multi-Modal 

Fusion

Feedback

Retrieval

Injection

Decision

1

2

7

6

3

4

5

Chain/tree/graph-of-thought

Self-reflection

Task decomposition 

Plan

Reflect

Memory

Shot-term memory

Long-term knowledge

Vector embedding

Topological embedding

Sensory, working memory

Prompt

optimizer()

Action

interface()

……

message()

Perception

Perception

Image

RF

W
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e
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s
s
 N

e
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TelecomGPT 3.0

Telecom LLM

Response 1: tracking_area_code = "1"; 
mobile_country_code = "466";  

mobile_network_code = "68";

Response 2: 16% packet loss dropped from high 
priority queue, 14% loss due to duplex mismatch

Response 3: network-slice 10 flex-channel 100  

Automatic configuration

Instruct 1: configure eNB in FDD Band 7

Fault detection and troubleshooting

Instruct 2: Monitor packets in SD-WAN

Management and strategy optimization

Instruct:3  create a network slice with flexible 
channel bandwidth to serve XR users.

Observation

Control

Planning

Digital Twin
Network

Access 
Network

Core 
Network

Service 
Provider

Multiple 
rounds 

interaction 

Action

Predict next 
state

Optimal 
action

Packet loss
Throughput

Latency
Signal 
power

Power 
control

Handover
Attach
Beam 
switch

Autonomous Network Management 

Low p
ower f

or c
lo

se
 u

se
r

Fre
quen

cy
 1

Fre
quency 2

Multi-modal Wireless LLM

Power Allocation

High power for far user

Spectrum 
management

Beam-forming

Coding, Modulation, Waveform Design

Channel Estimation

Handover

Multi-modal Data 
(Camera, Radar, Lidar, 

GPS, RF signal)

Radio Network Optimization
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LLM LLM
……

LLM

2. Reasoning & multi-agent prompting: BS to UE

After calculation of transmission rate for each user in the 

previous round, it shows that User 1 and User 4 need to 

reduce their transmitting power to help the base station 

reduce the total transmission power by 0.85 W at least. 4. Reasoning & decision making: call functions

I am User 2, I will ensure that my transmission rate 

is no less than my minimum rate of 15.8 Kbit/s. I will 

adjust my transmitting power to 4.2 W. I will help the 

base station to reduce the total transmission power 

and achieve the target of at least 0.85 W reduction.

1. Retrieve from BS memory: network status and goals 

Consider the downlink channel with one base station and 4 

users. The noise level is the same for all users and equals 

to 1.258 W. The bandwidth is 15 kHz. The channel gain 

vector is [1.21, 2.01, 0.58, 0.13]. The initial transmission 

power vector is [2.0, 4.0, 5.0, 6.0] W. Base station aims at 

reducing the total transmission power by 0.85 W at least.. 3 retrieve from UE memory: 

previous decisions and reasoning

 {Round 1: 4.5W, 15.8 kbps, Round 

2: 4.5 W, 13.5 kbps}
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6. Prompt decision to BS

My transmitting power is 4.8 W.

0 1 2 3
Round

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

P
o
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r 
(W

)

User 4 (Agent)

User 4 (Minimum)

User 3 (Agent)

User 3 (Minimum)

User 2 (Agent)

User 2 (Minimum)

User 1 (Agent)

User 1 (Minimum)

Task achieved

• LLM powered AI agents 

on BSs and UEs 

• Non-cooperative games 

on power saving 

• Agent communciates and 

memorizes strategies

TelecomGPT 3.0: Telecom  AI Agent Solver



Thank you
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